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Amazon’s Cloud
Amazon built its cloud platform so that other people 
could pay for its infrastructure during the rest of the 
year… 

Now its cloud users 
are far bigger than  
its own sites
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Cloud Data Centers
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Microsoft’s Dublin 
data center
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Interconnections
Amazon’s Internet 

- Multiple private 100Gbps links between each data center site
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Servers in AWS
Custom server designs 

1U compute servers 
- Intel CPUs 
- High efficiency power supplies 

Storage Racks 
- 42U size 
- 1100 disks 
- 11 petabytes of storage space 
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Scale Estimates
- 1.5-2 million servers - Bloomberg 2014 

- 50-80K per data center, 68 total data centers = 3.4-5.4 million
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Every day Amazon adds as 
many servers as it had in 
2000 (when it was a $2 

billion company) 
 — talk at UW 2011

Every day Amazon adds as 
many servers as it had in 
2005 (when it was a $8.5 

billion company) 
 — AWS re:Invent 2016

- re:Invent 2016
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Inside a Data Center

!7

https://www.google.com/about/datacenters/inside/streetview/

https://www.google.com/about/datacenters/inside/streetview/
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Why use the cloud?
- Pay-as-you go 

- Expand quickly on demand 

- Don't need to worry about (many) IT issues 

- Cheap!

... but is the cloud perfect?
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[spoiler alert] no.
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Infrastructure as a Service (IaaS)
Infrastructure clouds rent raw servers 

- Connect to server remotely 
- Configure OS and install whatever applications you want 

Great flexibility for cloud user 
Less management handled by cloud operator
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Your own computer or disk 
on demand!
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Virtual Machines
Virtualization is used to split up a physical server 

- Allows multiple customers to share one machine 
- Simplifies management since VMs are not strictly tied to HW 
- Provides isolation between cloud users

Virtualization Layer

VM VM VM

Virtualization Layer

VM VM

Cloud Data Center

OS + Apps
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Amazon EC2
- Infrastructure as a Service Cloud (IaaS) 

- Can rent server and storage resources
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Description Cost

t3.Micro 1GB RAM, up to 1 core, no storage $0.01 / hour

t3.Large 8GB RAM, ~2 cores, no storage $0.08 / hour

c5.18xlarge 144GB RAM, 72 cores, no storage $3.06 / hour

EBS Network attached storage $0.10 / GB 
per month
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Platform as a Service (PaaS)
The cloud provides a programming platform 
Typically used to run highly scalable web apps 
Cloud users write applications to run on the cloud 

- Must write code to meet cloud API 
- Cloud automatically scales the application based on demand 
- Provides much greater scalability, but program must be specially 

written 
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Let the cloud handle your 
application's scalability!
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Software as a Service (SaaS)
The cloud provides a piece of software 

- Examples: email, office, project management, customer 
relations, supply chain, etc 

Provides even greater scalability 
- Entire cloud infrastructure is devoted just to one particular type of 

application 

Benefits for customer: cheaper and simpler 
Benefits for provider: economy of scale
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Why bother writing or running 
your own application if they can 

do it better?
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Examples
PaaS SaaS

• Google App Engine 

• Python, Java 

• Heroku 

• Ruby on Rails 

•Amazon EMR 

• Java, Python, etc Hadoop

• GMail 

• Flickr 

•Salesforce 

•Dropbox 

•iCloud
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Cloud Grade Sheet
Pay as you 

go Scalability
Automation 

/ ease of 
use

Flexibility Security / 
Isolation

IaaS + + + - + + + +

PaaS + + + ++ ++ - + -

SaaS + + + +++ +++ - - - - +
Private 

Data 
Center

- - -  -  - - + + + +++++
+++ + 
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Types of Clouds

!16

Increased 
Cloud 

Automation

Increased 
Customer 

Control

Software as a Service

Office apps, CRM
for anybody

Platform as a Service

Software platforms
for programmers

Infrastructure as a Service

Servers & storage

for programmers 
and sys admins

Azure
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Cloud Computing Goals
Offer fast services to customers worldwide 

- Need geographic diversity and high scalability 
- Low latency requests: fast responses 
- High throughput: simultaneous processing 

...that are highly reliable and secure 
- Servers crash 
- Data centers lose power 
- Malicious users (or governments?) can attack 

... as cheaply as possible 
- Users expect services for free* 
- Cloud needs to pay for servers, cooling infrastructure, energy, 

system administrators, etc
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Let’s try out the cloud
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AWS in 2012…
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AWS in 2015…
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AWS 
in  

2018!
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Let’s try it out!
https://console.aws.amazon.com 

Instance details:  

 - Auto-assign Public IP -> Enable 

sudo apt-get update

sudo apt-get install -y sysbench

sysbench --test=cpu --num-threads=100 --max-requests=50000 run
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https://console.aws.amazon.com
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Why is it so cheap?
c5.18xlarge - $3.06 per hour 

- 144GB RAM, 72x ~3Ghz CPU cores, 25Gbps 

If busy 24x365 = $26,805.60 per year! 

Could just buy from Dell…
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It’s not cheap
The cost to run a 50,000 server data center (2010):
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James Hamilton's Blog

https://perspectives.mvdirona.com/2010/09/overall-data-center-costs/
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www.techtarget.in

Heat and Power
Computers are hot! 

- Thermostat set to 55-72 degrees 
- Hot and cold air aisles 
- Infrared mapping to find hotspots 
- Complex thermodynamic models 
- A Finnish data center pipes the  

heat to warm 1,000 nearby homes 

Computers use power! 
- Several megawatts per data center 
- 1.3% of world electricity usage 
- Often, only 50% of a data center's energy goes to actual IT 

equipment
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Server (In)Efficiency
Many servers are poorly utilized 

How can we improve this?
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ENERGY AND POWER EFFICIENCY 55

FIGURE 5.5: Activity profile of a sample of 5,000 Google servers over a period of 6 months.

dex. When search traffic is high, all servers are being heavily used, but during periods of low traffic, 
a server might still see hundreds of queries per second, meaning that any idleness periods are likely 
to be no longer than a few milliseconds.

The absence of significant idle intervals despite the existence of periods of low activity is 
largely a result of applying sound design principles to high-performance, robust distributed sys-
tems software. Large-scale Internet services rely on efficient load distribution to a large number 
of servers, creating a situation where when load is lighter we tend to have a lower load in multiple 
servers instead of concentrating the load in fewer servers and idling the remaining ones. Idleness 
can be manufactured by the application (or an underlying cluster management system) by migrat-
ing workloads and their corresponding state to fewer machines during periods of low activity. This 
can be relatively easy to accomplish when using simple replication models, when servers are mostly 
stateless (i.e., serving data that resides on a shared NAS or SAN storage system). However, it comes 
at a cost in terms of software complexity and energy for more complex data distribution models or 
those with significant state and aggressive exploitation of data locality.

Another reason why it may be difficult to manufacture useful idle periods in large-scale distrib-
uted systems is the need for resilient distributed storage. GFS [31], the Google File System, achieves 
higher resilience by distributing data chunk replicas for a given file across an entire cluster instead of 
concentrating them within only a small number of machines. This benefits file system performance 
by achieving fine granularity load balancing, as well as resiliency, because when a storage server 

Figure from: The Data Center as a Computer by Luiz André Barroso and Urs Hölzle

Processor Utilization

Fr
ac

tio
n 

of
 T

im
e



Tim Wood - The George Washington University - Department of Computer Science

Break?

!27



Virtualizing Resources
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Question...
What's better than an operating system?

!29

Hardware

Software
OS
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Virtualization

!30

Hypervisor Hardware

Software
OS

Virtual HW

(another operating system)
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Multiple VMs
Hypervisor can manage many virtual machines

- Just like OS manages many processes

!31

Windows  
desktop VM

Linux web  
server VM

Obscure-OS 
running ??? VM

Hypervisor
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The Most Common VM
Java Virtual Machine 

- Execution environment for running Java code 
- Interprets/compiles programs and translates them to the host 

environment 

Abstraction layer to OS 
- Java code is platform independent 
- Can add overhead

!32

Firefox JVM

Windows

Eclipse



Tim Wood - The George Washington University - Department of Computer Science

What is virtualization?
An extra interface that mimics the behavior of a lower 
layer 
Used since 1970s so new mainframes could support  
legacy applications

!33

Firefox Office

Windows
OS        Software Interface

OS        Hardware Interface
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Types of Virtualization
Application Virtualization 

- Runs application code 
- Java JVM,  WINE 

Hosted Virtualization 
- Virtualizes a full OS and apps 
- VMware Player, VirtualBox 

Paravirtualization 
- Modify OS to simplify hypervisor 
- Xen 

Full Virtualization 
- Runs directly on HW 
- VMware ESXi

!34

JVM

Windows

Eclipse
Firefox

Windows

Virt Layer
Linux
MySQL

Firefox

Hypervisor

MySQLFirefox

Windows Linux

Hypervisor

MySQL

Linux*

Helper 
VM

Linux*
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Why Virtualize?
Consolidation 

- Can split a physical server into many smaller servers 

Security 
- VMs are isolated from one another 

Resource management 
- Can dynamically adjust a VM’s CPU and memory share 

Convenience 
- VM is abstracted away from physical hardware 
- Great for development

!35
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How to Virtualize?
Virtualization layer replaces an interface 
Must intercept calls and translate them 

- Java - interpret/compile code to match host 
- Hosted VM - translate system calls for host OS 
- Full Virtualization - trap on sensitive instructions 

How to allocate resources? 
- VMs must share memory and CPU time 

How to handle I/O? 
- Abstraction layer separates VM from physical hardware
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Hosted Virtualization
Normal OS divided into Kernel and 
User modes 

Protected instructions only work in 
kernel mode 

- I/O, memory allocation, etc 
- Traps to kernel if run in user mode 

How to run a VM in user mode?

!37

Linux Kernel

User space

VirtualBox

Kernel (VM)

User (VM)
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CPU Rings
User and kernel mode are 
controlled by CPU 
Modern CPUs support multiple 
protection rings 

- Ring 0 = kernel mode 
- Ring 3 = user mode 
- Rings 1-2 = drivers or unused 

Hosted virtualization runs VM 
OS in Ring 1 

- Must detect and translate any CPU 
instructions that require Ring 0

!38

Host OS

VM OS

Ring 0 ops
set time

power on/off
memory management

etc
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Hosted Virtualization
Dynamic translation 

- Preprocess all code being run by the OS inside the VM 
- Detect sensitive instructions 
- Repackage and call into 

parent OS 
- Return result to guest OS 

How to optimize?

!39

Linux Kernel

User space

Virt layer

Kernel (VM)

User (VM)

Firefox
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Full Virtualization
Hypervisor runs directly on 
hardware in Ring 0 

Manages VMs 

Uses dynamic translation to 
rewrite protected instructions 

Hosts device drivers for VMs

!40

VM 1

Kernel

User

Hypervisor

VM 2

Kernel

User

ESXi
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HW Virtualization
Newer CPUs have support for virtualization 

- AMD-V and Intel-VT 

Provides an extra ring for running a hypervisor 
- Protected instructions in VM OS are trapped and  

passed to Ring -1

!41

VM 1

Kernel

User

Hypervisor

VM 2

Kernel

User

Ring -1

Ring 0

Ring 3
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Getting help from the VM
Hosted and Full virtualization are VM OS agnostic 

- Guest OS does not know it is being virtualized 
- Translate binary code (slow) 
- Get help from hardware (expensive) 

What if we ask the VM’s OS for help? 
- Have guest OS notify hypervisor of special instructions 
- Guest OS can help with device drivers 

Benefits and drawbacks?
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Paravirtualization in
Modifies Linux so that it is 
virtualization aware 

OS asks hypervisor for help  
to run special instructions 

Driver VM is special 
management VM 

- Starts/stops VMs 
- Contains Linux device drivers 

Very simple hypervisor 
- Reduces overhead 
- No need for HW virtualization

!43

Xen Hypervisor

VM

Kernel

User

Driver VM
VM 

Management

Device 
Drivers
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Trade-offs
Hosted Virtualization 

- easier to install, and turn off, great for testing/development 
- neg: fewer resources available, because need host OS 

Full Virtualization 
- With or without HW assist 
- strong isolation  
- greater performance than hosted, better scalability  
- neg: needs drivers for all HW  

Paravirtualization 
- neg: VM is aware it is in a virtual environment (security) 
- may be able to optimize b/c it knows it is virtual 
- need to modify OS
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Virtualizing Memory
System’s memory must be shared by all VMs 

How should we allocate memory to each VM?  
- Contiguous or non-contiguous? 

Page tables let us use non-contiguous memory... 
- Creating and modifying page tables uses privileged instructions! 
- Guest does not even know the real physical addresses!

!45

VM1 VM2 VM3 VM4 VM5
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Page Tables
OS has page table for each process 

Maps virtual addresses 
to physical address
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Physical  
RAM Virt 

Address
Physical 

RAM

0 2

1 - 

2 - 

3 0

4 3

5 7

6 - 

7 -

0
1
2
3
4
5
6
7
8
9

0
1
2
3
4
5
6
7
8
9

Process 
Virtual 

addresses



Tim Wood - The George Washington University - Department of Computer Science

Page Tables
We can do the same thing with VMs 

We need another layer of mappings 
- Virtual Memory -> VM "Phys" Memory -> Host Phys Memory 
- Only the hypervisor knows the true mapping to physical memory
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VM 
Physical

0
1
2
3
4
5
6
7
8
9

0
1
2
3
4
5
6
7
8
9

Process 
Virtual 

addresses
0
1
2
3
4
5
6
7
8
9

Virt 
Address

VM 
"Physical"

Physical  
RAM

0 2 5

1 - -

2 - -

3 0 1

4 3 0

5 7 9

6 - -

7 -

Host 
Physical
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Multiple VMs
Can extend this for multiple VMs 

Virtualization layer manages mappings to ensure 
isolation between VMs and to allocate the right 
amount of resources to each one
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0
1
2
3
4
5
6
7
8
9

VM "Physical" 
Memory

Host Physical  
Memory

0
1
2
3
4
5
6
7

0
1
2
3
4

VM "Physical" 
Memory

Virtual Memory

VM1
VM2
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Shadow Page Tables
Shadow Page Tables 

- VM's OS thinks it has a 
regular PT 

- Hypervisor adds another 
translation layer 

- Keeps a "shadow" PT  
with the real mappings 

What is the cost? 
- of a memory access? 
- of a page table update?
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Virt 
Address

VM 
"Physical"

Host 
Physical

0 2 2

1 6 4

2 - -

Virt 
Address

Host 
Physical

0 2

1 4

2 -

Virt 
Address

VM 
"Physical"

0 2

1 6

2 - 

VM PT Shadow PT

MMU / TLB 
use this



Containers

Lightweight virtualization
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Process Isolation
Processes 

- OS provides isolation 

Isolated: 
- Memory 

Shared: 
- File system 
- Network 
- Devices 
- OS Kernel
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MySQLApache

Linux

sshd

/etc/ 
/etc/apache2 
/etc/sshd.conf 
/etc/mysql 
/usr/bin/mysqld 
…
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Containers
Containers 

- Namespace-based 
isolation using LXC and 
cgroups 

Isolated: 
- Memory 
- File system 
- Network 
- Devices 

Shared: 
- OS Kernel
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MySQLApache

Linux

sshd

/etc/apache2 
/var/www/ 
…

/etc/mysql 
/usr/bin/mysqld 
/var/lib/mysql 
…

/etc/mysql 
/usr/bin/mysqld 
/var/lib/mysql 
…
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Containers
Multi-process containers 

- Can run multiple processes 
in the same container group 

Resources: 
- Can assign CPU weights 

and memory limits for each 
group
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MySQLApache

Linux

Hadoop
Name
Node

Hadoop
Job 

Tracker

MySQLApache

Linux

Hadoop
Name
Node

Hadoop
Job 

Tracker
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Shared Kernel
Shared Kernel provides 

- Page tables (memory) 
- Scheduler (CPU) 
- Networking stack  
- File system virtualization 

What’s the difference between the linux kernel and a 
linux distribution? 

- Linux kernel 4.13 vs Linux Kernel 3.5 vs Ubuntu 14.04 vs 
RedHat 7?

!54

MySQLApache

Linux

Hadoop
Name
Node

Hadoop
Job 

Tracker
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Distro vs Kernel
Kernel = core operating system functionality 

- kernel 4.7 

Distribution = collection of software and kernel 
- Ubuntu, CentOS, RedHat 

Distributions can work with many different kernels
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Containers and Distros
Each container can have its own distribution 

Must share the same  
host kernel

!56

MySQL

SUSE

Apache

Ubuntu

Fedora, Linux 4.8

Hadoop

CentOS
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Container Packaging
Deployment - big benefit of containers/virtualization 

- Lets you package up an application and all of its requirements 
- Even the distribution and 3rd party utilities! 
- Very helpful for system administrators 

Container “image” includes: 
- Linux distribution base files 
- Dependency libs/utils 
- Configuration files 
- Application to run 

Does not include…?

!57

MySQL

SUSE

Apache

Ubuntu

Fedora, Linux 4.8

Hadoop

CentOS
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Container Packaging
Deployment - big benefit of containers/virtualization 

- Lets you package up an application and all of its requirements 
- Even the distribution and 3rd party utilities! 
- Very helpful for system administrators 

Container “image” includes: 
- Linux distribution base files 
- Dependency libs/utils 
- Configuration files 
- Application to run 

Can inherit files/libraries from host to reduce 
size of the container package!

!58

MySQL

SUSE

Apache

Ubuntu
hello

Fedora, Linux 4.8
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File System Virtualization
Container’s file system is built by layering 

- Several containers can use the same 
FS layers 

Read/Write 
- Allow multiple containers 

to manipulate data on host FS 

Copy on Write 
- Each container thinks it has 

its own version of the FS 
- Only duplicate the specific 

files (data blocks) that are  
written to

!59

Host FS

Ubuntu base FS

Data Analytics FS

My Hadoop FS
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Container vs VMs

Pros: 
- stronger isolation 
- different kernel versions/

OSes 
- fault tolerance / isolation 
- combine with containers 
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VM 1

Kernel

IIS

Hypervisor

VM 2

Kernel

MySQLMySQL
Fedora

Apache

Ubuntu

Fedora, Linux 4.8

hello

Pros: 
- lightweight (no duplication) 
- less resource consumption 
- easier to deploy 
- specify resources just for 

application 
- startup time 
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Container vs VMs

Pros: 
- ???

!61

VM 1

Kernel

IIS

Hypervisor

VM 2

Kernel

MySQLMySQL
Fedora

Apache

Ubuntu

Fedora, Linux 4.8

hello

Pros: 
- ???
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Containers + VMs
Containers can be combined with virtualization tools 

Docker on Windows 
- Lets you run windows  

containers using OS  
isolation tools 

- Lets you run Linux  
containers by starting a  
linux VM automatically  
for you and dividing  
it up into containers

!62



Distributed Systems 
Challenges?

Clouds, VMs, Containers
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Challenges
• Heterogeneity 
• Openness 
• Security 
• Failure Handling 
• Concurrency 
• Quality of Service 
• Scalability 
• Transparency

!64
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Challenges
• Heterogeneity: different HW, SW, workloads 
• Openness: interoperability, shared protocols 
• Security: confidentiality, integrity, availability 
• Failure Handling: crashes, bugs, malicious 
• Concurrency: parallelism, consistency 
• Quality of Service: latency, throughput 
• Scalability: performance gain with more resources 
• Transparency: abstraction layers, interfaces

!65
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Challenges
• Heterogeneity 
• Openness 
• Security 
• Failure Handling 
• Concurrency 
• Quality of Service 
• Scalability 
• Transparency

!66

Clouds 
 - IaaS 
 - PaaS 
 - SaaS 

Virtual Machines 

Containers
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Note
The slides after this are what the student groups 
came up with for each of the challenges listed above

!67



Tim Wood - The George Washington University - Department of Computer Science

Heterogeneity
HW - different processor architecture, memory, # 
CPUs, location, disks, etc 

- for IaaS users need to know what they will get 
- for Paas/SaaS we can hide this 

Workloads - Time varying load 
- stress out hardware! Need to spread requests (load balancing) 
- can also help us share resources if peaks are at different times 

SW - need to worry about compatibility  
- affects interoperability 

!68



Tim Wood - The George Washington University - Department of Computer Science

Openness
Ranking of openness / flexible 

- VMs in my data center 
- IaaS 
- containers - less flexibility (need specific kernel) 
- PaaS 
- SaaS - limited to what the software provides

!69
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Security
VMs most secure - most control 
Containers - kernel is shared, so less isolation 
Do we trust the cloud? Is the cloud more skilled at 
providing security? 
Is more control always more secure? 

- IaaS->PaaS—>SaaS 
How does openness affect security? More open = larger attack 
surface area?
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Failure Handling
IaaS with Containers/VMs -  

- physical failures can bring them all down 
- cloud doesn’t help with bugs or attacks as much 

PaaS/SaaS 
- Cloud needs to worry about bugs in their platform and malicious 

attacks 
Containers are less isolated than VMs 

- fault in the kernel will bring down all containers 
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Concurrency
Depends on SW running VMs/containers 
IaaS - depends on user 
PaaS/SaaS - cloud provider must handle 
concurrency so they limit the type of state you can 
have to simplify consistency 

When running multiple VMs, need to worry about 
scheduling on CPUs 

- Kernel knows about all processes in a container, but sees the 
VM as a black box
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Quality of Service
QoS depends on applications  
VMs vs containers may affect QoS 

- Containers are lighter weight so should have better QoS 

QoS affected by available HW and workload 
distribution (both throughput and latency) 
Tail latency - highly affected by shared resources 

- cache misses will have big impact 
- includes network costs
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Scalability
SaaS has easiest scalability since it has full control 
PaaS 
IaaS - harder to scale 

- User can ask for resources 
- Cloud can monitor and respond 

Containers are more scalable because lighter weight 
- and we have greater control over how resources are being used 
-

!74
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Transparency
IaaS exposes HW interface 
PaaS exposes software library interface 
SaaS exposes user interface for software 

VMs/Containers 

Data transparency -> storage details hidden from us 
Logic transparency -> affects what SW we can run
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This Course…
1. Lectures 

- Focus on fundamental principles and technologies behind 
distributed systems and the cloud 

2. Hands-on Learning 
- Focus on practical knowledge of cutting edge tools

!76
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This Course…
1. Lectures 

- Focus on fundamental principles and technologies behind 
distributed systems and the cloud 

2. Hands-on Learning 
- Focus on practical knowledge of cutting edge tools 

https://gwdistsys18.github.io/learn/ 
- Docker and Containers 
- Big Data and Machine Learning 
- Cloud Web Applications 

Learn basics of two and the other in depth 
- Due October 29th

!77

https://gwdistsys18.github.io/learn/
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Sources
https://www.geekwire.com/2017/amazon-web-services-secret-weapon-custom-made-
hardware-network/ 

https://perspectives.mvdirona.com/2010/09/overall-data-center-costs/ 

https://aws.amazon.com/ec2/pricing/on-demand/ 

https://aws.amazon.com/ec2/instance-types/ 

https://www.linkedin.com/pulse/20141118134543-2339144-the-cloud-is-amazon/ 

https://gist.github.com/stevenringo/108922d042c4647f2e195a98e668108a - reInvent 16 

https://aws.amazon.com/compliance/data-center/data-centers/ 

https://www.zdnet.com/article/aws-cloud-computing-ops-data-centers-1-3-million-
servers-creating-efficiency-flywheel/ 

https://www.bloomberg.com/news/2014-11-14/5-numbers-that-illustrate-the-mind-
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